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ABSTRACT: The number needed to treat (NNT) has gained much attention in the past years
as a useful way of reporting the results of randomized controlled trials with a binary
outcome. Defined as the reciprocal of the absolute risk reduction (ARR), NNT is the
estimated average number of patients needed to be treated to prevent an adverse
outcome in one additional patient. As with other estimated effect measures, it is impor-
tant to document the uncertainty of the estimation by means of an appropriate confidence
interval. Confidence intervals for NNT can be obtained by inverting and exchanging
the confidence limits for the ARR provided that the NNT scale ranging from 1 through
∞ to 21 is taken into account. Unfortunately, the only method used in practice to
calculate confidence intervals for ARR seems to be the simple Wald method, which
yields too short confidence intervals in many cases. In this paper it is shown that the
application of the Wilson score method improves the calculation and presentation of
confidence intervals for the number needed to treat. Control Clin Trials 2001;22:102–
110  Elsevier Science Inc. 2001

KEY WORDS: Absolute risk reduction, confidence interval, evidence-based medicine, equivalence, number
needed to treat

INTRODUCTION

The number needed to treat (NNT) has gained much attention in the past
years as a useful way of reporting the results of randomized controlled trials
with a binary outcome [1–3]. Defined as the reciprocal of the absolute risk
reduction (ARR), the number needed to treat is the estimated average number
of patients needed to be treated to prevent an adverse outcome in one additional
patient. A negative NNT is the estimated average number of patients needed
to be treated with the new rather than the standard treatment for one additional
patient to be harmed. While this measure is often better understood than risk
ratios or risk reductions by clinicians and patients, the NNT has undesirable
mathematical and statistical properties. The understanding of the confidence
interval for NNT is not straightforward. However, an excellent explanation
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was recently given by Altman [4]. The mathematical and statistical properties
of the NNT statistic are described in more detail by Lesaffre and Pledger [5].

The key to understanding the confidence interval for NNT is that principally
the domain of NNT is the union of 1 to ∞ and 2∞ to 21. The best value of
NNT indicating the largest possible beneficial treatment effect is 1, the NNT
value indicating no treatment effect (ARR 5 0) is 6∞, and the worst NNT
value indicating the largest possible harmful effect is 21. Thus, the result
NNT 5 10 with confidence limits 4 and 220 means that the two regions 4 to
∞ and 220 to 2∞ form the confidence interval. Altman proposed to use two
new abbreviations, namely number needed to treat for one patient to benefit
(NNTB) or be harmed (NNTH) [4]. This concept avoids the awkward term
“number needed to harm” (NNH), which is used, for example, in the journal
Evidence-Based Medicine. The result of an estimated NNT with confidence inter-
val can then be presented as NNTB 5 10 (NNTB 4 to ∞ to NNTH 20) [4].

Altman recommended that a confidence interval should always be given
when an NNT is reported as a study result [4]. However, the usual Wald
method for calculating such confidence intervals is frequently inappropriate.
By using examples from the literature and artificial examples, it is shown that
the application of the Wilson score method [6] improves the calculation and
presentation of confidence intervals for the number needed to treat.

METHODS TO CALCULATE CONFIDENCE INTERVALS FOR NNT

Let p1 and p2 be the true probabilities (risks) of an adverse event in the
control group (group 1) and the treatment group (group 2), respectively. The
true ARR is the difference of the two risks p1 2 p2. The true NNT is the
reciprocal 1/(p1 2 p2) of the true ARR. To estimate these measures a randomized
clinical trial can be performed. Let n1 and n2 be the number of patients random-
ized in the control group and the treatment group, respectively, and let e1 and
e2 be the number of patients having an event in the control group and the
treatment group, respectively. The two risks can then be estimated by the
proportions p1 5 e1/n1 and p2 5 e2/n2. The true effect measures can be estimated
by ARR 5 p1 2 p2 and NNT 5 1/(p1 2 p2).

Under regularity conditions (continuity, one-to-one transformation) a confi-
dence interval for NNT can be obtained by inverting and exchanging the
confidence limits for ARR [7]. Let LL(ARR) and UL(ARR) be the lower and
upper confidence limits for ARR, then the confidence interval for NNT can be
expressed as [1/UL(ARR),1/LL(ARR)]. However, it should be recognized that
the continuity condition is violated for the reciprocal transformation if the
confidence interval for ARR encloses 0. In this case, the confidence interval for
NNT is the union (2∞,1/LL(ARR)]<[1/UL(ARR),∞) of two half intervals [4,
5]. One possibility to take the violation of the continuity condition into account
is Altman’s suggestion to write the confidence interval for an estimated positive
NNT value as “NNTB 1/UL(ARR) to ∞ to NNTH 1/LL(ARR)” [4]. Thus,
confidence limits for NNT can be calculated from confidence limits for ARR
in all cases. Hence, we concentrate on the interval estimation of ARR.

The standard method of calculating confidence intervals for ARR makes use
of the asymptotic normality and the usual formula for the standard error (SE)
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of the estimated ARR. Using the notations above the estimated standard error
of p1 2 p2 is given by:

SE(p 1 2 p 2) 5 !p 1(1 2 p 1)
n 1

1
p 2(1 2 p 2)

n 2
(1)

Let z12a/2 be the 1 2 a/2 quantile of the standard normal distribution. The
simple Wald-type 100 3 (1 2 a)% confidence interval for ARR is then given by:

p 1 2 p 2 6 z12a/2 3 SE (p 1 2 p 2 ) (2)

While Wald confidence intervals are adequate for large sample sizes and
probabilities not close to 0 or 1, they have poor coverage characteristics and a
propensity to aberrations in many practical situations. Especially in small sam-
ples, unbalanced designs, and probabilities close to 0 or 1, the Wald method
leads to unreliable or even theoretically impossible results. This is well known
in the statistical literature [6, 8–10] and was also noted in the medical literature
several years ago [11]. However, up to now, confidence intervals for NNT—if
at all—are calculated by applying the simple Wald method [4, 7, 12]. There
are a number of better methods that can be used instead of the simple Wald
method [6, 8–10]. However, some of these methods require complex computa-
tions. Buchan [11] proposed to use exact confidence intervals, which are now
provided by StatXact [13]. However, exact methods for interval estimation
of proportions are conservative, i.e., they yield confidence intervals that are
unnecessarily wide [14].

It has been shown that confidence intervals based upon Wilson scores have
coverage probabilities close to the nominal confidence level [6, 14–16]. More-
over, they are easier to calculate than exact confidence intervals. Hence, after
investigating 11 methods for interval estimation of ARR, Newcombe proposed
to use the Wilson score method [6]. The 100 3 (1 2 a)% confidence interval
for ARR based upon Wilson scores is given by:

LL(ARR) 5 p1 2 p2 2 d and UL(ARR) 5 p 1 2 p 2 1 e (3)

where:

d 5 √(p 1 2 l1)2 1 (u 2 2 p 2)2, e 5 √(u 1 2 p 1)2 1 (p 2 2 l2)2

li 5 wi 2 √w2
1 2 ci, ui 5 wi 1 √w2

i 2 ci, i 5 1, 2

wi 5
2ei 1 z2

12a/2

2(ni 1 z2
12a/2)

, ci 5
e2

i

n2
i 1 ni z2

12a/2
, i 5 1, 2 (4)

The corresponding approximate confidence limits for NNT can then be calcu-
lated by LL(NNT) 5 1/UL(ARR) and UL(NNT) 5 1/LL(ARR) in consideration
of the NNT scale ranging from 1 through ∞ to 21 (see above). For calculations,
a SAS/IML [17] program can be used that is available via the internet <<http://
www.uni-bielefeld.de/~rbender/SOFTWARE/nnt_ci.sas>> or from the au-
thor on request.

SHORTCOMINGS OF THE SIMPLE WALD METHOD

Principally, the shortcomings of the Wald confidence intervals transmit from
ARR to NNT. However, for interpretation the NNT scale has to be taken into
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account. In the following the confidence intervals for NNT based on Wilson
scores are compared with the Wald confidence intervals by means of published
and artificial examples. The published examples are estimated NNT values
found in the journal Evidence-Based Medicine [18–21]. Here, we concentrate on
the comparison of the confidence intervals and do not discuss the clinical
background of the studies. The adequacy of the Wald confidence intervals is
mainly dependent on the sample size and the distance of the risks from the
extreme points 0 and 1. Nevertheless, in the following the properties of the
Wald confidence intervals for NNT are described with reference to the sample
size and the size of the NNT value, because this information is mostly given
in articles whereas the risks themselves are frequently missing.

In Table 1, example 1 shows that the Wald method could be used if NNT
is low (say, NNTB , 10) and the sample size is moderate (n . 100). Note that
NNT values below 10 correspond to ARR values above 0.1, which are only
possible if at least one of the estimated risks is larger than 10%. It can be
expected that the Wald confidence intervals are inadequate if both risk estimates
are close to 0, which results in higher NNT values. For very high NNT values
(say, NNTH . 100), the sample size has to be extremely large (n . 10,000) to
get reliable confidence limits by means of the Wald method (example 2). For
high NNT estimates (say, NNTB . 10), the Wald method is insufficient in the
case of moderate sample size (n . 100, example 3) but improves markedly for
large sample sizes (n . 1000, example 4), although the Wald confidence interval
is still too short in this case. These examples are based on published results
demonstrating that the application of the Wald method may lead to inappropri-
ate confidence intervals in situations occurring in practice.

The deficiencies of the simple Wald method are pointed out more clearly
by means of artificial examples. For high NNT estimates especially the upper
Wald confidence limit is unreliable, even for moderate sample sizes (artificial
example 1). In most cases, the upper Wald confidence limit will be too low.
However, in the case of quite different sample sizes between the two groups,
the opposite may be true. In artificial example 2 the Wald UL of 486 is much
larger than the UL of 64 calculated by means of the Wilson score method. At
first sight, the Wald confidence interval seems to be wider than the Wilson
confidence interval. However, this is true only in the NNT scale. In the ARR
scale the Wald confidence interval is shorter than the Wilson confidence interval
and therefore inadequate. The magnitude of the difference between the Wald
and Wilson lower confidence limits (|11.4 2 9.4| 5 2 in NNT scale, but |0.088 2
0.107| 5 0.019 in ARR scale) is larger in the ARR scale than between the upper
limits (|486 2 64| 5 422 in NNT scale, but |0.002 2 0.016| 5 0.014 in ARR
scale). This makes it difficult to interpret small and large NNT values. On one
hand, there is no substantial difference between large NNT values, say between
NNT 5 1000 and NNT 5 5000. In terms of probabilities this is only a difference
of 0.001 2 0.0002 5 0.0008. On the other hand, for public health decisions it
may be important to treat 1000 or 5000 patients to prevent one death. However,
whether relying on the NNT or the ARR scale, both Wald confidence limits
are unreliable in the case of small risks and a highly unbalanced design.

The Wald method leads to several aberrations. NNT estimates close to 1
and low sample size can lead to a theoretically impossible lower Wald confi-
dence limit (artificial example 3). If the ARR estimate is exactly 1, no meaningful
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Wald confidence interval can be calculated because the standard error of ARR
is erroneously 0 (artificial example 4). The same holds when both risk estimates
are exactly 0 (artificial example 5).

USING NNT FOR EQUIVALENCE TRIALS

The possible aberrations of the simple Wald method to calculate confidence
intervals for ARR and NNT are meaningful especially for equivalence trials [22].
To demonstrate equivalence in therapeutic clinical trials the use of confidence
intervals with coverage probability of 95% or more is recommended [23]. Fre-
quently, the objective of a study is to show that the new treatment is not
inferior to the standard treatment. In such trials, one possibility to demonstrate
equivalence between treatments at one-sided significance level a is to show
that the value of the 100 3 (1 2 2a)% confidence limit corresponding to the
deterioration of the effect is better than a predefined acceptable difference.

As clinicians argue more and more in terms of NNT, it seems logical to use
NNT also as an effect measure in equivalence trials. If NNT is better understood
than, for example, the odds ratio, it should be easier to define an appropriate
acceptable difference for NNT than for the odds ratio. For example, if the risk
of the standard treatment group is expected to be 5%, a possible acceptable
difference for NNT could be the value NNTH 5 100. Thus, it is defined that
the new treatment is not inferior to the standard treatment if 100 or more
patients are needed to be treated for one additional patient to be harmed. To
demonstrate one-sided equivalence between the new and the standard treat-
ment the upper confidence limit for NNT must be larger than NNTH 5 100
or must lie within the range of NNTB 1 to ∞. The latter would mean that the
new treatment is even superior to the standard treatment.

In artificial example 6 the upper 95% Wald confidence limit of NNTH 5
144 would lead to the decision of equivalence. This decision, however, is ques-
tionable because the Wald confidence interval is probably too short, as is shown
by the Wilson score confidence interval of NNTB 10 to ∞ to NNTH 78. This
means that there may be up to 1 of 78 treated patients who is harmed instead
of 1 of 100 treated patients. Thus, the upper confidence limit is beyond the
acceptable difference of NNTH 5 100. If NNT is used as an effect measure in
equivalence trials, the usual Wald confidence intervals for ARR and NNT
should not be applied even in the case of moderate sample sizes. The decision
that two treatments are equivalent with regard to NNT should be based upon
appropriate confidence limits to ensure adequate decisions.

DISCUSSION AND CONCLUSION

NNT has become a popular summary statistic to describe the absolute effect
of a given treatment in comparison to a standard treatment or control. It was
first introduced for use in randomized placebo-controlled clinical trials [24],
then adopted as the primary outcome measure for systematic reviews such as
meta-analyses [25], extended to the statistic “number needed to screen” to
compare strategies for disease screening [26], and is now applied also in epide-
miology to express the magnitude of adverse effects in case-control studies
[27]. NNTs are popular among clinicians because at first sight they are easier
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to understand than odds ratios or even ARRs. However, there are different
opinions about what is easy to understand. Some authors still prefer to use
ARR rather than NNT [28–31]. In my opinion, ARR and NNT contain equivalent
information. In trials with a beneficial effect of the treatment, ARR expresses
this effect in terms of numbers of additional adverse events prevented per 100
people treated (if ARR is presented in percentages), while NNT is the number
of people needed to be treated to prevent one additional adverse event. Both
measures can be applied; however, to use and interpret them adequately, the
underlying scale has to be understood. As NNTs are used more and more
in biomedical research, it is apparent that appropriate methods to calculate
confidence intervals for NNTs are required.

In the current medical literature the calculation and reporting of confidence
intervals for NNT is quite unsatisfactory. A systematic search through all issues
of the journal Evidence-Based Medicine (1995–1999) revealed that confidence
intervals for estimated NNTs are given only for significant results. If confidence
intervals are reported, the method used for calculation is frequently unclear.
One reason for this is that a definition of NNT is given only for the simple
situation of a randomized clinical trial comparing a new with a standard treat-
ment concerning a binary outcome over a fixed follow-up time. However, in
practice NNT values are also calculated for trials with variable follow-up times.
For example, in the UK Prospective Diabetes Study (UKPDS), NNTs have been
calculated for the comparison of less tight blood pressure control (control
group) and tight blood pressure control (treatment group) [32]. For the outcome
of diabetes-related death, the result NNTB 5 15 (95% confidence interval: 12.1
to 17.9) was obtained [32]. However, 1 year later, for the same data, NNTB 5
20 (95% confidence interval: 10 to 100) was calculated [33]. Such different results
concerning NNT estimation and confidence intervals are probably due to the
application of unclear and questionable ad hoc methods in studies with varying
follow-up times. To estimate NNT with appropriate confidence intervals in
trials in which the outcome is time to an event rather than a simple binary
variable, more complex methods are required [34].

In trials with fixed follow-up time and a binary outcome, the only method
routinely used in practice seems to be the inverting and exchanging of the
simple Wald confidence limits for ARR. This procedure, however, leads to
unreliable confidence intervals for NNT in many cases, especially in studies
with low sample sizes, risks close to 0 or 1, unbalanced designs, and equivalence
trials. In situations in which it is particularly important to quantify the uncer-
tainty of estimations, the usual Wald method fails. The application of the Wilson
score method leads to confidence intervals for NNT that have much better
coverage properties, are free of aberrations, and are much easier to calculate
than exact confidence intervals. Any estimated NNT should be complemented
by an adequate confidence interval and the calculation method should be stated.
For interval estimation of NNTs in trials with fixed follow-up times and binary
outcomes I recommend the replacement of the usual Wald method with the
Wilson score method [6].

I thank Robert G. Newcombe for his valuable and helpful comments, which improved the
paper considerably.
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